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Abstract  17 

Relations among observed changes in global mean surface temperature, ocean heat content, ocean heating rate, and 18 
calculated radiative forcing, all as a function of time over the twentieth century, that are based on a two-19 
compartment energy balance model, are used to determine key properties of Earth's climate system. The increase in 20 
heat content of the world ocean, obtained as the average of several recent compilations, is found to be linearly 21 
related to the increase in global temperature over the period 1965-2009; the slope, augmented to account for 22 
additional heat sinks, which is an effective heat capacity of the climate system, is 21.8 ± 2.1 W yr m-2 K-1 (one-23 
sigma), equivalent to the heat capacity of 170 m of seawater (for the entire planet) or 240 m for the world ocean. 24 
The rate of planetary heat uptake, determined from the time derivative of ocean heat content, is found to be 25 
proportional to the increase in global temperature relative to the beginning of the twentieth century with 26 
proportionality coefficient 1.05 ± 0.06 W m-2 K-1. Transient and equilibrium climate sensitivities were evaluated for 27 
six published data sets of forcing mainly by incremental greenhouse gases and aerosols over the twentieth century as 28 
calculated by radiation transfer models; these forcings ranged from 1.1 to 2.1 W m-2, spanning much of the range 29 
encompassed by the 2007 assessment of the Intergovernmental Panel on Climate Change (IPCC). For five of the six 30 
forcing data sets a rather robust linear proportionality obtains between the observed increase in global temperature 31 
and the forcing, allowing transient sensitivity to be determined as the slope. Equilibrium sensitivities determined by 32 
two methods that account for the rate of planetary heat uptake range from 0.31 ± 0.02 to 1.32 ± 0.31 K (W m-2)-1 33 
(CO2 doubling temperature 1.16 ± 0.09 to 4.9 ± 1.2 K), more than spanning the IPCC estimated "likely" uncertainty 34 
range, and strongly anticorrelated with the forcing used to determine the sensitivities. Transient sensitivities, 35 
relevant to climate change on the multidecadal time scale, are considerably lower, 0.23 ± 0.01 to 0.51 ± 0.04 K 36 
(W m-2)-1. The time constant characterizing the response of the upper ocean compartment of the climate system to 37 
perturbations is estimated as about 5 years, in broad agreement with other recent estimates, and much shorter than 38 
the time constant for thermal equilibration of the deep ocean, about 500 years. 39 

Keywords: Climate sensitivity; Forcing; Global mean surface temperature; Heat capacity; Time 40 
constant 41 

42 
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1. Introduction 42 

Quantifying the response of Earth's climate system to radiative forcings, changes in the Earth 43 

radiation budget that are imposed externally to the climate system, is central to understanding 44 

prior climate change over the industrial period and to planning mitigation of and/or adaptation to 45 

future climate change. Imposition of a forcing, which induces an immediate imbalance in the top 46 

of the atmosphere (TOA) radiation budget, induces changes in the climate system, including 47 

change in global mean near-surface air temperature (GMST) and changes in the long-and 48 

shortwave components of the TOA radiation budget that would ultimately lead to restoration of 49 

the energy balance. A widely employed measure of climate system response to imposed 50 

perturbations is the so-called equilibrium climate sensitivity, conventionally defined as the long-51 

term steady-state change GMST that would result from a sustained externally imposed change in 52 

global net absorbed radiation (forcing), normalized to this forcing1. Numerous climate model 53 

studies have indicated that such a change in GMST would be proportional to the magnitude of 54 

the imposed forcing, but relatively insensitive to nature of the forcing, and thus that the 55 

equilibrium sensitivity is an intrinsic property of Earth's climate system. Such studies indicate as 56 

well that other changes in climate scale with changes in GMST. Consequently the equilibrium 57 

sensitivity is widely viewed as essential to assessing the magnitude of climate change, generally, 58 

that would result from a given forcing. Determining the equilibrium sensitivity has thus been the 59 

objective of much of the research endeavor directed to understanding Earth's climate and its 60 

response to perturbations.  61 
_________ 62 
1 For reasons having to do with stratospheric adjustment that occurs rapidly (months) following an 63 
increase CO2, which has traditionally been used as a benchmark forcing in model studies of climate 64 
sensitivity, the forcing pertinent to climate change and to determination of climate sensitivity has long 65 
been considered to be the change in net absorbed radiation at the tropopause. Increasingly, however, it is 66 
becoming recognized (e.g., Gregory and Forster, 2008) that the measure of forcing pertinent to the global 67 
energy balance is the change in net radiation at the top of the atmosphere, again following such rapid 68 
adjustment.  69 
_________ 70 

Frequently the equilibrium climate sensitivity is expressed as a "CO2 doubling temperature" 71 

ΔT2×, the amount by which GMST would ultimately increase in response to a sustained doubling 72 

of atmospheric CO2. ΔT2× is related to the equilibrium sensitivity Seq  by ΔT2× = F2×Seq , where 73 

F2×  is the forcing that would result from a doubling of CO2. The equilibrium sensitivity (or 74 
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equivalently ΔT2×) is quite uncertain; the best estimate for ΔT2× given by the 2007 assessment 75 

report of the Intergovernmental Panel on Climate Change (IPCC, 2007) is 3 K, with an 76 

uncertainty range (central 66% of the probability distribution function) of 2 to 4.5 K (relative 77 

range 83%). This uncertainty greatly limits confidence in the interpretation of climate change 78 

over the industrial period and precludes effective planning of energy futures (Schwartz et al, 79 

2010).  80 

Broadly speaking, approaches to determining the climate sensitivity can be distinguished as 81 

model-based and observation-based. Model based determination is generally taken to mean 82 

through the use of general circulation models (GCMs) of the Earth climate system. Such models 83 

are capable of imposing a forcing of known magnitude on the climate system and determining 84 

the sensitivity from the climate system response, accounting for the departure of the system from 85 

equilibrium through the net heating rate of the planet (Forster and Taylor, 2006). Observationally 86 

based determination generally requires knowledge of both the forcing that is thought to have 87 

induced a change in GMST over a given period of time and the resultant temperature change 88 

attributable to that forcing, necessitating confident attribution of the response to the forcing. In 89 

principle this approach might be based on equilibrium change in radiation and GMST over a 90 

long period of time, up to and including differences between glacial ice ages or the mid-91 

Cretaceous and the present temperate period. Alternatively the empirical approach might be 92 

based on shorter-term forcing and response, e.g., volcanic aerosols, or over the industrial period 93 

with time-dependent forcing, with some means of accounting for the observed response being 94 

only a fraction of the equilibrium response (Gregory et al, 2002; Forster and Gregory, 2006; 95 

Murphy et al, 2009).  96 

An intrinsic concern with determining the equilibrium climate sensitivity from long-time climate 97 

response to a perturbation is the long time required to approach a new steady state following 98 

imposition of a forcing, in the real world or in coupled atmosphere-ocean climate models, order 99 

1000 years (Held et al, 2010; Hansen et al, 2011; Jarvis and Li, 2011). Such a long response time 100 

makes it impractical to determine the equilibrium sensitivity by this long-time response, 101 

empirically or in climate models. The long time required to reach a new "equilibrium" also raises 102 

the question of the utility of the equilibrium sensitivity to societal decision-making about 103 

reducing carbon dioxide emissions to limit near-term global warming (Allen and Frame, 2007).  104 
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Several investigators (Gregory, 2000; Gregory and Forster, 2008; Baker and Roe, 2009; Held et 105 
al, 2010) have examined the response of Earth's climate system to perturbations using two-106 
compartment models that exhibit a rapidly achieved (decadal) near–steady-state response to a 107 
perturbation by a fast-responding compartment, which comprises the atmosphere, surface, and 108 
upper ocean and a much more slowly responding (multiple centuries) deep ocean compartment 109 
that is responsible for the slow approach to the ultimate steady state following imposition of a 110 
sustained forcing. In such models, in response to a (positive) forcing there results, in addition to 111 
changes in the net irradiance at the top of the atmosphere (TOA), a flow of heat energy from the 112 
fast-responding compartment to the deep ocean, which has large heat capacity and long response 113 
time, that diminishes climate system response relative to the long-time response, in which the 114 
imposed forcing is offset only by change in net TOA irradiance. If the heat capacity and time 115 
constant of the deep ocean compartment are large compared to the upper compartment, the flow 116 
of heat energy into this compartment would be expected to be proportional to the change in 117 
global mean temperature. This situation leads in turn to an expected proportionality between the 118 
increase in GMST and imposed forcing that is achieved on decadal time scales. This 119 
proportionality is denoted here and elsewhere (Held et al 2010; Padilla et al 2011) as the 120 
transient climate sensitivity, although other terminology, e.g., "transient climate response," 121 
(Dufresne and Bony,  2008) is used.  122 

Here, in order to determine the dependence of transient and equilibrium sensitivities on assumed 123 
forcing over twentieth century I examine relations among observed changes in GMST, ocean 124 
heat content, and ocean heating rate, together with several published model-based estimates of 125 
forcing, all as a function of time. Interpretation of these relations within the two-compartment 126 
model yields quantities pertinent to climate system response to perturbations: the effective heat 127 
capacity of the climate system pertinent to climate change over this period, the heat uptake 128 
coefficient relating the rate of increase of planetary heat content and the increase in GMST, the 129 
coefficient of proportionality between increase in GMST and forcing (transient climate 130 
sensitivity), and the equilibrium climate sensitivity. Estimates are also provided of the time 131 
constants for response of the two compartments to perturbations. Within the two-compartment 132 
model all of these quantities are intrinsic properties of Earth's climate system. The effective heat 133 
capacity and heat uptake coefficient adduced by the present analysis are independent of 134 
assumptions about radiative forcing over this period, but the sensitivities are rather strongly 135 
dependent on the radiative forcing employed in the analysis.  136 
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The outline of this paper is as follows. Section 2 sets out the two-compartment model. Section 3 137 

examines relations among the observables (GMST anomaly, ocean heat content anomaly, and 138 

global heating rate) and model-based estimates of global mean forcing and presents results for 139 

the climate system properties determined by this analysis. Section 4 places the findings in 140 

context with other work and examines concerns with the present analysis. Summary and 141 

conclusions are given in Section 5.  142 

2. Theory 143 

The energy conservation equation for Earth's climate system is  144 

 

€ 

dH
dt ≡ N = Q− E .  (1) 145 

Here H is the global heat content anomaly (relative to an arbitrary year or period); N ≡ dH / dt  is 146 

the net heat flux into planet; Q is the absorbed solar energy, and E is the emitted longwave flux. 147 

Other sources or sinks of energy are negligible (Schwartz, 2008b; Pilewskie, 2011). In 148 

considering the consequences of a forcing, i.e., a radiative flux perturbation imposed on the 149 

climate system, it is useful to consider a situation in which a forcing is imposed on a system that 150 

is initially at radiative steady state (commonly denoted “equilibrium”) in which the net flux is 151 

equal to zero: 

€ 

N0 = 0 . Whether such a situation is ever achieved is perhaps a question of 152 

threshold and averaging time. For example fluctuations in the solar constant on an eleven-year 153 

cycle would set a floor on the steadiness of the initial state; similarly there are inevitably 154 

fluctuations arising from internal variability such as ENSO and from occasional forcing by 155 

aerosols from eruptive volcanos. In this steady-state situation the emitted longwave radiation, 156 

averaged over the planet and over a sufficiently long time (greater than a year, to average over 157 

seasonal variation) is very closely equal to the absorbed solar radiation: E0 =Q0 .  158 

Upon application of a perturbation in radiative flux, or forcing external to the climate system, F, 159 

the net flux into the climate system, N, is altered, a positive forcing corresponding to an increase 160 

in heat content of the system (positive N), 161 

 N(t)= F(t)+Q(t)−E(t) , (2) 162 

and the system responds by an increase in GMST; this increase in temperature and other changes 163 

in the climate system induced by the forcing result in changes in the absorbed and/or emitted 164 
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power at the TOA. These changes are represented by an expression that denotes the dependence 165 

on GMST as a leading term but allows for dependence on higher order terms as well: 166 

 N = F +Q0 −E0 +
∂(Q−E)
∂T

ΔT +  higher order terms , (3) 167 

where the partial derivative denotes the changes in Q and E due to the response of the climate 168 

system to the change in temperature (but explicitly not including the change in net flux that is the 169 

forcing itself). The first order term would include changes in the climate system that scale with 170 

change in GMST, for example surface longwave irradiance, water vapor amount and cloud 171 

amount.  The higher order terms would include terms that are second order in ΔT and any 172 

dependence on geographical or temporal distribution of change in surface temperature. As is 173 

conventional the effects of these higher order terms is omitted in the analysis that leads to a 174 

climate sensitivity. In the present analysis I restrict consideration to the first order term, but I 175 

return to consideration of the higher order terms and their implications in Section 4.5. 176 

Conventionally the partial derivative in (3) is expressed as a climate response coefficient, 177 

 λ ≡ −
∂(Q−E)
∂T

, (4) 178 

the sign of which is chosen to make λ a positive quantity. For a positive forcing, initially N is 179 

increased by the magnitude of the forcing; as the temperature increases in response to this 180 

forcing the value of N decreases as the system approaches a new steady state. For this constant 181 

forcing, N again approaches zero, and, under the assumption that the properties of the climate 182 

system affecting the climate system response to the forcing are unchanged as the new 183 

equilibrium is reached, 

€ 

ΔT  would be equal to λ−1F . The inverse of λ, Seq ≡ λ
−1  is denoted the 184 

equilibrium climate sensitivity, the amount by which GMST would ultimately change in response 185 

to a sustained forcing, normalized to the value of the forcing, for properties of the climate system 186 

affecting the partial derivative in (4) unchanged. By this definition,  187 

 Seq = λ
−1 =

∂(Q−E)
∂T

⎛

⎝
⎜

⎞

⎠
⎟
0

⎡

⎣
⎢

⎤

⎦
⎥

−1
, 188 

where the subscript 0 denotes a given unperturbed climate state, the equilibrium sensitivity is 189 

seen to be a property of Earth's climate system and thus of intrinsic, as well as practical, interest.  190 
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Commonly, especially in the context of examining the consequences of alternative scenarios of 191 

future CO2 emissions, the equilibrium sensitivity is expressed as the amount by which the global 192 

mean surface temperature would ultimately increase in response to a sustained doubling of 193 

atmospheric CO2, CO2 doubling temperature, ΔT2× ; within the linear range of the relation 194 

between increase in GMST and forcing, ΔT2×  is equal to F2×Seq , where F2×  is the forcing 195 

corresponding to a doubling of CO2, which is about 3 to 4 W m-2. F2×  is commonly (Myhre, 196 

1998; IPCC, 2007) given, or readily inferable, as 3.71 W m-2, although that precision is hardly 197 

justified by the accuracy with which F2×  is known for the actual climate system (Stevens and 198 

Schwartz, 2011) or represented in current climate models (Webb et al., 2006, Forster and Taylor, 199 

2006) because, inter alia, of issues involving radiation transfer, especially in cloudy atmospheres 200 

(Collins et al., 2006), and short-term responses of clouds to changes in CO2 (Andrews et al., 201 

2009). In this paper the primary results for climate sensitivity are presented in systematic units, 202 

K (W m-2)-1, with values of ΔT2× , evaluated with F2×  taken as 3.71 W m-2, presented for 203 

convenience. 204 

Equation 3 (cf. also, Gregory and Forster, 2008) suggests a direct proportionality (constant ratio) 205 

between ΔT(t) and F(t) – N(t), where the dependence of all quantities on secular time t, as would 206 

result from temporally variable forcing, is explicitly noted,  207 

 F(t)−N(t)= λΔT (t) ,  (5) 208 

or, equivalently, in terms of the equilibrium sensitivity 209 

 ΔT (t)= Seq(F(t)−N(t)) .  (6) 210 

Equation (6) leads to the hypothesis that a plot of ΔT (t)  vs. F(t)−N(t) , for both F(t) and ΔT(t) 211 

measured from the same initial steady-state condition, would be expected to be linear through the 212 

origin with slope Seq and thus that Seq can be determined as the slope. To distinguish this method 213 

of determining Seq from a second method described below I denote this approach to determining 214 

the equilibrium sensitivity the "F −N  method".  215 

A second approach to determining climate sensitivity is based a simple two-compartment model 216 

of the climate system illustrated in Figure 1 (cf. also Gregory, 2000; Held et al., 2010). The upper 217 

compartment, which consists principally of the atmosphere and the upper ocean, is coupled 218 

radiatively to the incoming solar irradiance and the outgoing thermal infrared radiation at the 219 
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TOA and thermally to the deep ocean compartment. A positive forcing applied to the climate 220 

system induces an increase in the temperature of the upper compartment that induces not only a 221 

radiative response identical to that described above (Eq 3) but also a heat flow into the larger–222 

heat-capacity deep-ocean compartment. It is posited that the time required for the lower 223 

compartment to respond to any forcing is much greater than that for the upper compartment; 224 

Held et al (2010) refer to this compartment as "recalcitrant" to changes in heat content. For an 225 

initial estimate of the heat capacities of the upper compartment from the depth of the mixed layer 226 

(ca., 100 m) and of the lower compartment from the average depth of the world ocean (ca 3800 227 

m) the ratio of the heat capacities would be approximately 40. Hence following imposition of an 228 

external forcing it would be expected that the temperature change of the lower compartment 229 

would be much less than that of the low–heat-capacity, rapidly accommodating upper 230 

compartment. This leads to the hypothesis that the rate of heat transport from the upper 231 

compartment to the lower compartment would be proportional to the increase in temperature of 232 

the upper compartment ΔT; cf. also Forster and Taylor (2006); Boer et al., (2007); Gregory and  233 

 234 

Deep Ocean
Large Heat Capacity
Long Time Constant

SW LW
Atmosphere
Upper Ocean

F
T

Seq
∆

U

L

U

T∆ U T∆ L–( )

CU
dTU
dt = F TU ( TU TL )

CL
dTL
dt = ( TU TL )

β

β

β

 235 
Figure 1. Two-compartment model for Earth's climate system, consisting of upper compartment U with small heat 236 
capacity CU and short time constant for reaching steady state following a perturbation, and lower compartment L 237 
with large heat capacity CL and long time constant for reaching steady state. Thick arrows denote initial shortwave 238 
(SW) and longwave (LW) fluxes, and thin arrows denote perturbations: forcing F and resultant heat flows, a change 239 
in net top-of-atmosphere irradiance given by the time-dependent forcing minus the time-dependent change in 240 
temperature ΔTU of the upper compartment upon the equilibrium sensitivity Seq, and a heat flux from the upper 241 
compartment to the lower compartment L given by the heat exchange coefficient β times the difference in 242 
temperature changes between the upper (ΔTU) and lower (ΔTL) compartments.  243 
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Forster (2008). Observationally, as shown below, the rate of increase of heat content of the 244 

climate system is found to be proportional to ΔT,  245 

 N(t)=κΔT (t) . (7) 246 

The heat uptake coefficient κ, like the equilibrium climate sensitivity, is posited to be an intrinsic 247 

property of Earth's climate system.  248 

The two-compartment model (Gregory, 2000; Knutti et al., 2008, Schwartz, 2008a; Held et al., 249 

2010) exhibits two time constants (inverses of the eigenvalues) that characterize the rate of 250 

relaxation of the system to a perturbation. Specializing to the situation in which the lower 251 

compartment is much larger than the upper compartment, and has much greater heat capacity CL 252 

than that of the upper compartment CU, yields (Held et al, 2010) for the two time constants (to 253 

first order in CU/CL) 254 

 τ s =
CU
β +λ

        τ l =CL
1
λ
+

1
β

⎛

⎝
⎜

⎞

⎠
⎟ , (8) 255 

where the subscripts s and l denote short and long time constants characterizing the response of 256 

the upper and compartments, respectively. Although it does not appear that these time constants 257 

can be exactly determined by the present analysis, as shown below, they can be estimated based 258 

on observations and reasonable assumptions.  259 

The two-compartment model suggests that the heat capacities of the two compartments of the 260 

climate system may be identified as follows. The heat capacity of the large compartment is that 261 

of the global ocean, which may be evaluated as the volume of the global ocean times the 262 

volumetric heat capacity seawater. For the fractional area of Earth covered by ocean as 0.71 and 263 

the average depth of the world ocean taken as 3800 m, the average depth per area of the entire 264 

planet is 2700 m. For the volumetric heat capacity of seawater taken as 4.0 × 106 J m-3 K-1, the 265 

areal heat capacity (per area of the planet) CL = 1.1 × 1010 J m-2 K-1. For climate change 266 

considerations it is convenient to express this heat capacity in the unit W yr m-2 K-1, yielding CL 267 

= 340 W yr m-2 K-1. An effective heat capacity of that part of the climate system that is coupled 268 

to the change in global temperature may be obtained (Schwartz, 2007) from the relation between 269 

the observed change in global heat content H and the observed change in GMST. As shown 270 
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previously (Schwartz, 2007) and updated below for the further available measurements, a linear 271 

relation is obtained between ocean heat content anomaly and global temperature anomaly,  272 

 Hocn = H0 +CocnΔT , (9) 273 

allowing an effective ocean heat capacity to be evaluated as the slope of a graph of the two 274 

quantities. The heat capacity thus determined is then augmented to account for other heat sinks 275 

(heating of the atmosphere and upper solid earth; melting of ice) to yield an estimate for the 276 

effective heat capacity of the climate system, Ceff. As determined below, this quantity is more 277 

than an order of magnitude less than CL, consistent with the two compartment model outlined 278 

above and with the expressions for the time constants given in Eq (8). 279 

A proportionality between global heating rate and the increase in GMST would result in a further 280 

proportionality, between the time-dependent increase in GMST ΔT(t) and the time dependent 281 

forcing F(t): From (5) and (7) 282 

 F(t)= (κ +λ)ΔT (t)  (10) 283 

Eq (10) suggests a so-called transient climate sensitivity analogous to the equilibrium sensitivity,  284 

 Str ≡ (κ +λ)
−1   (11) 285 

that relates the time dependent increase in surface temperature to the time-dependent forcing, 286 

 

€ 

ΔT(t) = StrF (t) , (12) 287 

which implies that a graph of 

€ 

ΔT(t)  vs. 

€ 

F(t)  would be linear through the origin, with slope 

€ 

Str . 288 

This transient climate sensitivity is the same quantity as that determined from observed 289 

temperature change and modeled forcing by Gregory and Forster (2008), except that their 290 

quantity is referred to the forcing of doubled CO2 and is thus greater by a factor of 3.7.  291 

The temperature response to a step-function forcing of the two-compartment system with a given 292 

transient sensitivity and upper-compartment time constant is initially virtually identical to that of 293 

a single compartment system having the same time constant and equilibrium sensitivity, Figure 294 

2a; the influence of the long–time-constant, large–heat-capacity, lower compartment initially is 295 

to provide a further heat sink, in addition to the decrease in net radiation absorbed at the TOA 296 

(Eq 3), that diminishes the initial temperature response. Only at long times, appreciable relative 297 
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to the time constant of the lower compartment, when the increase in temperature of the lower 298 

compartment ΔTL becomes appreciable relative to the increase in temperature of the upper 299 

compartment ΔTU (Figure 1), does the heat transport to the lower compartment become 300 

appreciably reduced, and the temperature of the upper compartment approaches its "equilibrium" 301 

value, Figure 2b. The plateau in the temperature change of the upper compartment shown in 302 

Figure 2a is the basis of the transient sensitivity concept.  303 
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 304 

Figure 2. Normalized temperature response of one- (left axis) and two-compartment (right axis) models to step 305 
function forcing initiated at time = 0. Equilibrium sensitivity of one-compartment model and transient sensitivity of 306 
two-compartment model are 0.4 K (W m-2)-1 (ΔT2× = 1.5 K); equilibrium sensitivity of two-compartment model is 307 
0.67 K (W m-2)-1 (ΔT2× = 2.5 K). Heat exchange coefficient in two-compartment model is 1 W m-2 K-1. Time 308 
constant of one-compartment model and of upper compartment of two-compartment model is 8 years; time constant 309 
of lower compartment is 570 years. Heat capacity of upper compartment and lower compartment are 20 and 340 W 310 
yr m-2 K-1, respectively. Vertical axes are scaled by the ratio of the equilibrium sensitivities of the two models.  311 

In order to determine the transient and equilibrium sensitivities and their dependence on assumed 312 

forcing over twentieth century the present study examines the several proportionalities between 313 

observations of temperature change, planetary heat content, and heating rate over the twentieth 314 

century, ΔT(t), ΔH(t), and N(t), and between these observables and estimates of the forcing over 315 

this period, F(t), as follows: H(t) vs. ΔT(t), slope, Ceff, (eq 9); N(t) vs. ΔT(t), slope κ, Eq (7); 316 

ΔT(t) vs. F(t), slope Str, Eq (12); ΔT(t) vs. F(t)−N(t) , slope Seq, Eq (6). Note that (except for 317 

the relation between H and ΔT) each of these several relations is a proportionality; that is, a 318 

linear relation with zero intercept. The order of the relation indicates the dependent and 319 

independent variables, respectively, under the expectation that the temperature change depends 320 

on the forcing but that the heat content and heating rate depend on the temperature change. The 321 

relation between Seq and Str,  322 

 Seq =
1

Str
-1 −κ

, (13) 323 
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leads to a second method of estimating of Seq based on the heat uptake coefficient κ rather than 324 

the individual measurements of heating rate N(t); I denote this method the "κ method".  325 

The estimates of climate sensitivities obtained in this way are not wholly observationally based 326 

but are hybrids between observationally and model-based estimates of these quantities, as the 327 

time-dependent forcing is not directly observed but is based on radiative transfer calculations for 328 

measured or modeled changes in atmospheric composition. Examining these quantities for a 329 

suite of forcing estimates allows assessing the consistency of the model and the estimates of 330 

forcing, that would be manifested by a linear proportionality of temperature change and forcing, 331 

and determination of the dependence of the inferred climate sensitivities on the forcing.  332 

This entire analysis is rooted in the forcing-response model of climate change; that is, that the 333 

change in global mean temperature is a consequence only of forcing under the assumption that 334 

forcings are fungible and that GMST response, normalized to forcing, is independent of the 335 

nature and geographical distribution of the forcing. I return to this point in Section 4.5.  336 

3. Results and interpretation 337 

3.1 Global heat content and heating rate  338 

The major accessible reservoir for storing planetary heat energy is the world ocean on account of 339 

the high specific heat of water and the relatively rapid rate of heat exchange within the ocean by 340 

virtue of circulations and turbulent mixing on a variety of scales. The basis for determination of 341 

the global heating rate rests on the data base of historical measurements of ocean temperature as 342 

a function of location, depth, and time. These temperature measurements are converted into heat 343 

content anomaly as a function of time (relative to a specified base period) via the heat capacity of 344 

ocean water and integration over the volume of the world ocean. The measurement data base 345 

extends back to about 1950, but the early measurements are sparse, and there remain questions 346 

about the accuracy of the primary measurements and the coherence of measurements by different 347 

types of sounding instruments and platforms, which have changed over time (Gouretski and 348 

Reseghetti, 2010). The measurements have been analyzed by several groups, with broad 349 

agreement but significant differences based on differences of approach and assumptions about 350 

measurement techniques; for reviews see Palmer et al (2010) and Lyman (2012). A composite of 351 

the data compilations for anomaly of heat content of the world ocean from the surface to 700 m 352 
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is shown in Figure 3; most of the increase in ocean heat content is due to warming within the top 353 

700 m, and most of that within the top 300 m (Levitus et al., 2005). Also shown in the figure is 354 

the average of the data obtained by the several groups; in order not to bias the average at times 355 

where different data sets contributed to the average, all anomalies were computed relative to the 356 

years 1993-2002, for which period all data sets are represented.  357 
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Figure 3. Recent evaluations of ocean heat content anomaly (0-700 m), relative to 1993-2002. Also shown are the 359 
average of the several estimates and a LOWESS smoothed curve based on the average. Slopes of lines show heating 360 
rate referred to Earth surface area. Data from http://www.ncdc.noaa.gov/bams-state-of-the-climate/2009-time-361 
series/ohc (retrieved November 5, 2010) which gives the citations to the publications; data have been updated from 362 
the indicated publications by Palmer et al (2010).  363 

The effective areal heat capacity of the portion of the climate system that is actively coupled to 364 

the change in global temperature Ceff is evaluated from the dependence of the change in ocean 365 

heat content on the change in global temperature. As seen in Figure 4, a linear relation is 366 

exhibited between the areal heat content anomaly of the ocean (to 700 m) and the surface 367 

temperature anomaly; the fit was restricted to the data subsequent to 1965, consistent with the 368 

analysis for heating rate, but the slope for the entire data set (subsequent to 1945) differed 369 

negligibly. The slope of this plot, 14.1 ± 1.0 W yr m-2 K-1, represents an effective areal heat 370 

capacity of the upper 700 m of the world ocean. This effective heat capacity is well less the 371 

actual areal heat capacity of seawater to this depth, evaluated as the fractional area of the world 372 

ocean 0.71, times the volumetric heat capacity of seawater, 4.0 × 106 J m-3 K-1, times the depth, 373 

700 m, and expressed in the same units, 63 W yr m-2 K-1, indicative of the fact that the entire 374 

global amount of seawater to this depth is not in thermal equilibrium with the increasing global 375 

temperature but is substantially lagging the increase in temperature. Accounting for heating of 376 

the ocean deeper than 700 m adds another 30% to this effective heat capacity, yielding 18.3 W yr 377 
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m-2 K-1. An alternative way of looking at this result is that this heat capacity corresponds to a 378 

hypothetical depth of seawater in thermal equilibrium with the surface temperature, 145 m (for 379 

the entire planet) or 200 m for ocean fractional area of 0.71. Finally, accounting for heat sinks in 380 

the climate system (air, solid earth, melting of ice) adds a further 19% to the effective heat 381 

capacity, yielding 21.8 ± 2.1 W yr m-2 K 1, where the uncertainty is a 1-sigma estimate that takes 382 

into account the uncertainty in the slope together with estimated uncertainties (25%) in the two 383 

augmentations. 384 
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Figure 4. Examination of relation between global ocean heat content anomaly and temperature anomaly (Eq 9). 386 
Heat content anomaly of the world ocean, relative to 1993-2002, from surface to 700 m, expressed per area of the 387 
planet (Figure 3) is plotted against global mean surface temperature anomaly relative to 1896-1901 ΔT1900. Fit to 388 
data in the form ΔH = a + bΔT (Eq 9) is evaluated for data from 1965 through 2009; uncertainty in regression slope 389 
is standard error, neglecting autocorrelation. Also indicated as R2 is fraction of variance in the original data 390 
accounted for by the regression. Colors of data points denote date, from 1945 (light blue) to 2009 (red).  391 

Determining the heating rate of the global ocean requires taking a derivative of the heat content; 392 

this is complicated by the temporal variability of the data. This variability may be noise 393 

associated with the measurements and/or may be a manifestation of actual variability of ocean 394 

heat content, a consequence perhaps of internal climate variability such as ENSO or of change in 395 

heating rate due to variability in forcing, such as by volcanic aerosol forcing. In order to smooth 396 

the data to permit taking the time derivative the LOWESS algorithm (locally weighted 397 

scatterplot smoothing; Cleveland and Devlin, 1988) was used to construct a smooth curve that 398 

retained the slow temporal variability of the data (magenta curve in Figure 3); the areal heating 399 
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rate of the ocean was obtained as the derivative of this quantity. A sense of the magnitude of the 400 

slope is provided by auxiliary lines drawn on the figure whose slopes correspond to the heating 401 

rates indicated, in units of watts per square meter, expressed relative to the total Earth surface 402 

area (5.1 × 1014 m2), not just the area of the world ocean. There is indication that since 1970 the 403 

slope has been increasing from perhaps 0.3 W m-2 to perhaps 0.6 W m-2.  404 

Accounting for additional ocean heat uptake and other heat sinks, as with ocean heat content, 405 

yields the rate of global heating shown as a function of time in Figure 5. Prior to about 1970 the 406 

heating rate exhibited fairly large fluctuations and indication even of negative values (net cooling 407 

of the planet); these fluctuations may be due to sampling or measurement issues or may reflect 408 

actual changes in global heat content. Subsequent to about 1970 the rate of change of global heat 409 

content has been consistently positive, albeit not monotonically increasing until after about 1992. 410 

Although this variable pattern may again be a consequence of sampling or measurement issues, 411 

that possibility seems increasingly unlikely in the later time frame on account of the increase in 412 

number and quality of the data and the general tightness of the several compilations of the ocean 413 

heat content data. In further support of this argument is the general agreement of the increase in 414 

heating rate N with the increase in GMST over the entire time period from about 1960 to the 415 

present shown in the time series in Figure 5.  416 
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Figure 5. Global mean surface temperature anomaly relative to 1896-1901 ΔT1900 (left axis), evaluated from the 418 
Goddard Institute for Space Studies (GISS) Combined Land-Surface Air and Sea-Surface Water Temperature 419 
Anomalies (Land-Ocean Temperature Index, LOTI) http://data.giss.nasa.gov/gistemp/tabledata/GLB.Ts+dSST.txt, 420 
(Hansen et al., 2010) and global heating rate N (right axis) evaluated as derivative of smoothed average ocean heat 421 
content anomaly shown in Figure 3, augmented to account for deep ocean heating and other heat sinks as described 422 
in text, and expressed per area of the planet. Ordinate axes are scaled by the slope of regression forced through the 423 
origin (Figure 6).  424 
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The relation between global heating rate and global mean surface temperature anomaly (Eq. 7) is 425 

examined further in Figure 6, in which the heating rate is plotted against global temperature 426 

anomaly relative to 1900, ΔT1900. For the fit restricted to the data from 1965 to the present the 427 

regression line has an intercept quite close to zero, -0.02 ± 0.05 W m-2 (1 sigma, calculated 428 

under assumption of zero autocorrelation), and the regression fit constrained to pass through the 429 

origin accounts for virtually the same fraction of the variance (68%) as the two parameter fit; that 430 

is, the heating rate is proportional to the increase in surface temperature relative to 1896-1901. 431 

This finding is relatively insensitive to the start date of the correlation, with intercept ranging 432 

from -0.06 ± 0.05 W m-2 (start date 1960) to +0.10 ± 0.04 W m-2 (start date 1970), so the finding 433 

of linear proportionality (zero intercept) would appear to be robust. The corresponding values for 434 

the slope of the regression forced through the origin are 1.02 ± 0.06, 1.05 ± 0.06, and 1.07 ± 0.05 435 

W m-2 K-1 for start date 1960, 1965, and 1970, respectively. The rather tight correlation between 436 

global heating rate (as inferred from ocean heating rate) and the increase in global temperature 437 

relative to the beginning of the twentieth century supports the hypothesis that this heating rate 438 
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Figure 6. Examination of proportionality between global heating rate and temperature anomaly (Eq 7). Global 441 
heating rate (evaluated as derivative of smoothed average ocean heat content anomaly shown in Figure 3, augmented 442 
to account for deep ocean heating and other heat sinks as described in text and expressed per area of planet) is 443 
plotted against global mean surface temperature anomaly relative to 1896-1901 ΔT1900. Fits to data in the form 444 
dH/dt = a + bΔT are evaluated for data from 1965 through 2009, with and without constraining regression line to 445 
pass through origin; uncertainties in regression coefficients are standard error, calculated under assumption of no 446 
autocorrelation. Also indicated as R2 is fraction of variance in the original data accounted for by the regression. 447 
Colors of data points denote date from 1965 (green) to 2009 (red).  448 
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is proportional to global mean surface temperature anomaly, Eq (7), with heat uptake coefficient 449 

κ = 1.05 ± 0.06 W m-2 K-1. The proportionality of heating rate and global temperature, 450 

independently determined, is consistent with the two-compartment model with a much greater 451 

heat capacity in the lower compartment, as described above and supports the utility of using the 452 

time-dependent heating rate and/or the regression slope in examination of the relation between 453 

global temperature change and various estimates of forcing over the twentieth century.  454 

3.2 Forcing 455 

The observationally based determination of climate sensitivity rests on knowledge of climate 456 

forcing over the instrumental record. Knowledge of this time-dependent forcing is required also 457 

in climate model calculations over the twentieth century. Two approaches have been taken in 458 

climate modeling studies to determine the forcing. The forcing may be specified as an input to 459 

the model based on measured or modeled changes in atmospheric composition and other 460 

radiation influencing quantities. Alternatively the atmospheric substances influencing radiation 461 

in the model are themselves modeled within the climate model and the resulting changes in 462 

radiation are calculated within the climate model. The latter approach is increasingly being taken 463 

by various modeling groups (Lohmann et al, 2010). As a consequence it seems to be difficult to 464 

extract the forcing from climate model runs of the twentieth century. An examination of the 465 

literature revealed only a limited number of forcing data sets that were suitable for the present 466 

study. In addition to anthropogenic gases and aerosols, whose forcings are to be calculated, 467 

modeling the twentieth century requires representation of natural forcings by changes in solar 468 

irradiance and, importantly, forcing by stratospheric aerosols that result from eruptive volcanoes. 469 

Volcanic eruptions in the twentieth century have resulted in several instances of short-duration 470 

forcing, the magnitudes of which are substantial in the context of anthropogenic forcing, and 471 

which are manifested in the record of GMST. The several explicitly calculated time series of 472 

forcing over the twentieth century available from the literature are summarized in Table 1. In 473 

addition to the data sets examined here Forster and Taylor (2006) have presented forcing data 474 

sets inferred from the increase in GMST in AR4 model runs over the twentieth century together 475 

with the transient sensitivity of these models determined from model runs with 1% per year 476 

increment CO2, for which the forcing is known. The approach appears to yield a fairly accurate 477 

estimate of the time-dependent forcing as shown by comparison with forcing data sets employed 478 

in the GISS (Goddard Institute for Space Studies; Hansen et al., 2005) and MIROC (Model for 479 
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Interdisciplinary Research On Climate; Takemura, 2006) model studies for which forcings were 480 

explicitly calculated. This method was subsequently applied to determine the forcing time series 481 

over the twentieth century in the Hadley Centre model (Jones et al., 2010). In view of the indirect 482 

means of inferring the forcing these forcing data sets were not examined in the present study, 483 

although it might provide further insight to extend this approach to forcing time series so 484 

obtained.  485 

Table 1. Forcing data sets examined in this study. Column 3 gives forcing in 1990 (prior to the 486 
1991 Pinatubo eruption) relative to the average for 1896-1901 (also relatively free of influences 487 
of volcanic aerosols) used to relate inferred climate properties to twentieth century forcing.  488 

Data Set Reference and data source Forcing, 
1900-1990, 

W m-2 

PCM, Parallel Climate 
Model, National Center 
for Atmospheric Research 

Meehl et al., 2003, Figure 1; numerical file 
provided by G. Strand, 2011.  

2.1 

GFDL, Geophysical Fluid 
Dynamics Laboratory 

Held et al., 2010 Figure 2; numerical file provided 
by I. Held, 2011.  

1.9 

GISS, Goddard Institute 
for Space Studies 

Hansen et al., 2005, Figure 1a; 
http://data.giss.nasa.gov/modelforce/RadF.txt 

1.6 

RCP - Representative 
Concentration Pathways 

Meinshausen et al., 2010; http://www.pik-
potsdam.de/~mmalte/rcps/data/20THCENTURY_
MIDYEAR_RADFORCING.xls 

1.6 

MIROC, Model for 
Interdisciplinary Research 
On Climate 

Takemura et al., 2006, Figure 2a; numerical file 
provided by T. Takemura, 2011.  

1.1 

Myhre Myhre et al., 2001, Figure 1; 
http://folk.uio.no/gunnarmy/data/rf_time/rf_time.d
at 

1.0 

The forcing data set employed in climate model studies by the investigators at the Goddard 489 

Institute for Space Studies (GISS; Hansen et al., 2005), Figure 7, is illustrative of current forcing 490 

data sets. The positive (warming) forcing by the well mixed greenhouse gases (GHGs) and the 491 

negative (cooling) forcings due to scattering and cloud-brightening effects of aerosols exhibit 492 

relatively smooth increases in magnitude with similar temporal trend. Negative forcing by 493 

volcanic stratospheric aerosols in contrast is highly irregular, exhibiting large values immediately 494 

following volcanic eruptions, but decaying to near zero over the course of a few years. Other 495 
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forcings are relatively small, even in the aggregate. Solar forcing exhibits a cyclical behavior 496 

with a roughly 11-year period, indicative of the change in the solar constant associated with the 497 

sunspot cycle. Forcings by black carbon from incomplete combustion offset part of the negative 498 

aerosol cooling forcing. There are minor contributions from the increase in tropospheric and 499 

stratospheric ozone, and the increase in stratospheric water vapor resulting from the increase in 500 

tropospheric methane, some of which makes its way into the stratosphere and is oxidized there. 501 

Changes in surface albedo from black carbon on snow and from land use changes also make 502 

minor contributions. The total forcing, evaluated as the sum of the several components, exhibits 503 

a general positive trend over the period but is punctuated by the large, short-duration negative 504 

forcings by volcanic stratospheric aerosols, such that the total forcing can, even in the latter part 505 

of the twentieth century, exhibit brief excursions into negative values (relative to 1880) before 506 

returning to the gradual positive forcing.  507 
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Figure 7. Global mean forcings (relative to 1880) as employed in the Goddard Institute for Space Studies (GISS) 509 
climate model (Hansen et al., 2005; http://data.giss.nasa.gov/modelforce/RadF.txt). WMGHGs, well mixed 510 
greenhouse gases. "All" denotes the total forcing, the sum of the individual forcings, and "All(3)" denotes that 511 
forcing convolved with the function exp(−t / 3)[1− exp(−1/ 3)] .  512 

In order to relate forcing to temperature change it is necessary to take into account the damping 513 

effect of global surface temperature on the rapid impulses in forcing associated with volcanic 514 

eruptions. The approach I have taken is to impose a damping on the forcing by convolving the 515 

total forcing from the several data sets with a decaying exponential function having a 3-year time 516 

constant, exp(−t / 3)[1− exp(−1/ 3)] , where t is time in years and [1− exp(−1/ 3)]  is a 517 

normalization factor. As expected this damped forcing, also shown in Figure 7, exhibits reduced 518 

magnitude but extended duration of the stratospheric volcanic aerosol forcing. To assess the 519 

suitability of this approach I compared the time series of the damped forcing with that of 520 



21 

observed global mean surface temperature anomaly, Figure 8. It is seen that the two time series 521 

exhibit qualitatively similar behavior in the response to the impulses due to volcanic aerosols, 522 

suggesting that the 3-year exponential function is doing a reasonable job of accounting for the 523 

time lag of global temperature to the volcanic forcing, especially during the latter half of the 524 

twentieth century during which the volcanic aerosol forcings are perhaps better characterized. 525 

The 3-year time constant is similar to that found in analysis of GCM data by Held et al (2010), 4 526 

± 1 years but is somewhat shorter than that determined from analysis of autocorrelation of global 527 

mean temperature data, 6-11 years (Scafetta, 2008; Schwartz, 2008a). A fairly short damping 528 

time constant is desired so as to minimize any artificial lag of the more slowly varying forcings 529 

arising from the gradual increases in greenhouse gases and aerosols.  530 
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Figure 8. Total forcings from the several forcing data series examined in this study, convolved with the function 532 
exp(−t / 3)[1− exp(−1/ 3)] . Also shown for comparison is the time series of global mean surface temperature 533 
anomaly as tabulated by the Goddard Institute for Space Studies (GISS; Combined Land-Surface Air and Sea-534 
Surface Water Temperature Anomalies, LOTI; http://data.giss.nasa.gov/gistemp/tabledata/GLB.Ts+dSST.txt)  535 

Also shown in Figure 8 are the time series for the several other forcing data sets examined in this 536 

study, similarly convolved with the 3-year exponential decay function. With the exception of the 537 

PCM data series, which did not include volcanic aerosol forcing, all the data series exhibit 538 

qualitatively similar behavior over the time period, and all exhibit an increase in forcing over the 539 

twentieth century, reflecting the dominant contribution of forcing by GHGs. However closer 540 

comparison of the several data sets, Figure 9, shows considerable differences among them. 541 

Examination of the scatter plots shows strong correlation of the GISS, RCP, GFDL, and MIROC 542 

forcings but with offsets from the diagonal, which would indicate perfect agreement. Not 543 

surprisingly the PCM forcing data set exhibits poorer correlation because of volcanic aerosol 544 

forcing not being included in that data set; this is manifested by downward departure of the other 545 



22 

data sets from the PCM data set in "streamers" associated with periods of volcanic aerosol 546 

forcing. The data set of Myhre et al. (2001) exhibits rather poor correlation with the other forcing 547 

data sets.  548 

 549 
Figure 9. Scatterplot matrix of the several forcings (relative to 1896-1901) employed in this study and also global 550 
mean surface temperature anomaly (also relative to 1896-1901). The column and row headings of the several data 551 
sets are given along the trace of the matrix, and each graph represents a scatter plot of the quantity identified by the 552 
row heading on the y axis versus the quantity identified by the column heading on the x axis. All of the forcings are 553 
shown on the same scale; perfect agreement between two different forcing data sets would be manifested by all data 554 
lying along the diagonal. Similarly a linear dependence of temperature anomaly on forcing would be manifested by 555 
a linear array of the data points. The right hand column gives the time series of each of the forcings and temperature 556 
anomaly. The color coding reflects the date (violet, 1896 to red, 2009).  557 



23 

3.3 Correlation of temperature anomaly and forcing 558 

As the intent of this study is to examine the relation of the change in GMST to radiative forcing 559 

over the twentieth century, for which the forcing and temperature data are available, it was 560 

considered essential that the forcing and temperature anomaly time series be defined relative to 561 

values of these quantities in a common time period at the beginning of the century. As the 562 

variation in the several data sets over the base period 1896-1901 is quite small relative to 563 

variation over the data set as a whole (Fig. 8), the average over this time period was taken as the 564 

reference value for both forcing and temperature change.  565 

Attention is called also to the large range of forcing over the full span of the time series. To some 566 

extent this is a consequence of the differing end dates of the time series; it might be argued that 567 

the time series of Myhre et al., which terminates in 1995, is not fully recovered from the 568 

Pinatubo event. However even so, in 1990, prior to the Pinatubo eruption, the forcing in the six 569 

data sets, Table 1, exhibits a span of a factor of 2 and a relative range (range divided by median) 570 

of 69%. This range is characteristic of, but well less than, the uncertainty in total forcing over the 571 

twentieth century, as given in the IPCC Fourth Assessment Report (2007), best estimate 1.6 W 572 

m-2; 90% confidence range (0.6 - 2.4 W m-2), or relative range 113%. A range in forcing will 573 

inevitably lead to a corresponding range in any assessment of climate sensitivity that is obtained 574 

using the several values of forcing together with the time series of observed surface temperature. 575 

A key objective of this study is to assess the range in transient and equilibrium sensitivities that 576 

results from the range of forcing estimates.  577 

The relation between surface temperature anomaly and forcing was examined by means of 578 

graphs of surface temperature anomaly relative to the 1896-1901 base period versus forcing 579 

relative to the same period, Figure 10; these graphs are the same as in the bottom row of Figure 580 

9. The y-data of all graphs are the observed temperature change; the x-data, the forcings adduced 581 

by the several modeling groups, differ among the figures. As the hypothesis under examination is 582 

that surface temperature has increased in response to the applied forcing, the forcing is taken as 583 

the independent (known) variable in computing the regressions. The regressions are restricted to 584 

the forcing and temperature data for 1965 and beyond, consistent with the start date of the 585 

regression for heating rate, but both the forcing and temperature anomaly data are referenced to  586 

 587 
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Figure 10. Examination of proportionality of surface temperature anomaly and forcing (Eq 12).  Surface 589 
temperature anomaly (relative to 1896-1901) is plotted against total forcing from the several forcing data series 590 
examined in this study, as convolved with the function exp(−t / 3)[1− exp(−1/ 3)] . Fits to data in the form ΔT = a + 591 
bF from 1965 (indicated) to the ends of the several forcing data series are ordinary linear least squares, blue, and 592 
least squares but with a held equal to 0, red. Also indicated as R2 is fraction of variance in the original data 593 
accounted for by the regression; negative value indicates that variance in the residuals about the regression exceeds 594 
that in the temperature data themselves. The color coding reflects the date (violet, 1896 to red, 2009).  595 

the common base period, 1896-1901. However the entire data sets for forcing and temperature 596 

from 1896 to the end of the several forcing data sets are shown, and it would seem from 597 

inspection of the graphs that for most of the forcing data sets the entire time series is well 598 

represented by a linearly proportional relation. In the regressions a rather robust linear 599 

proportionality is exhibited for most of the forcing data sets between surface temperature and 600 

forcing, but with different slopes. The fraction of the variance in the temperature data accounted 601 

for by the regression forced through the origin is over 50% for four of the six forcing data sets. 602 

For most of the data sets the intercept is near zero; constraining the regression line to pass 603 

through the origin results in little decrease in the fraction of the variance in the data accounted 604 
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for by the regression, denoted R2 in the figures and in Table 2. (For the 2-parameter fits R2 is 605 

equal to the square of the Pearson product-moment regression coefficient, as usual; for the 1-606 

parameter fits the quantity denoted R2 is explicitly evaluated from the residuals; the value of R2 607 

for the 2-parameter fit necessarily exceeds that for the 1-parameter fit.) A high correlation with 608 

zero intercept, that is, temperature anomaly proportional to forcing (Eq 12), is consistent with a 609 

planetary heating rate N that is likewise proportional to the temperature increase (Eq 7). The sole 610 

exception among the forcing data sets examined to the linear proportionality between surface 611 

temperature and forcing is for the forcing data set of Myhre et al. (2001), which exhibits poor 612 

correlation and for which constraining the regression line to pass through the origin results in a 613 

variance about the regression line that actually exceeds the variance in the temperature data 614 

themselves. Thus the Myhre forcing data set would seem entirely inconsistent with a linear 615 

proportionality between observed temperature change and forcing. 616 

3.4 Determination of equilibrium climate sensitivity by the κ method.  617 

As described above, if the energy imbalance of the planet (net energy flow into the planet) is 618 

linearly proportional to the change in temperature, the transient sensitivity (slope of a graph of 619 

temperature change vs. forcing, Fig. 10) would be related (Eq 11) to the geophysical quantities κ 620 

and λ as Str ≡ (κ +λ)
−1 . Thus, within this model, for κ independently determined from 621 

observations of the change in GMST and rate of change of global heat content (Figure 6) it is 622 

possible to determine the equilibrium sensitivity as Seq = (Str
-1 −κ )−1 , Eq 13. These relations are 623 

used to evaluate 

€ 

Seq from the transient sensitivities determined for the several forcing data sets; 624 

the results are given in Table 2 as are the corresponding values of the CO2 doubling temperature. 625 

As is the case with the values of the transient sensitivity, the differences in the values of the 626 

equilibrium sensitivity determined for the several forcing data sets are due entirely to differences 627 

in the forcing data sets. The relative range of the values of the equilibrium climate sensitivity, 628 

123%, is substantially greater than that in the forcings themselves or in the transient sensitivities 629 

because of the subtraction involved in the calculation of Seq. 630 
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Table 2. Equilibrium climate sensitivity Seq and transient sensitivity Seq and other quantities determined 631 
for the several forcing data sets examined in this study. Str was evaluated as coefficient of proportionality 632 
between temperature anomaly and forcing. Seq was determined by two methods: directly as coefficient of 633 
proportionality between temperature anomaly and forcing minus planetary heating rate (F – N method), 634 
and via Str, accounting for the planetary heating rate, as Seq = (Str

-1 −κ )−1  (Eq 10) where κ is the 635 
coefficient of proportionality between heating rate and temperature anomaly (κ method). R2 denotes 636 
fraction of variance in temperature anomaly data set accounted for by the linear regression with zero 637 
intercept. Uncertainties denote 1-sigma estimates inferred from least-squares fits (neglecting 638 
autocorrelation), suitably propagated for derived quantities. Relative range denotes range divided by 639 
median. 640 

   Forcing Data Set  

Method Quantity Unit PCM GFDL GISS RCP MIROC Myhre Relative 
range 

 F(1900-
1990) 

W m-2 2.1 1.9 1.6 1.6 1.1 1.0 0.69 

F – N Seq K (W m-2)-1 0.30 0.39 0.59 0.70 -- -- 0.82 
 σ(Seq) K (W m-2)-1 0.02 0.03 0.04 0.04    
 R2  0.52 0.25 0.50 0.58 -0.97 -2.94  
 ΔT2× K 1.10 1.45 2.19 2.60 -- -- 0.82 
 σ(ΔT2×) K 0.07 0.12 0.14 0.15    
κ  Str K (W m-2)-1 0.23 0.28 0.36 0.39 0.51 -- 0.79 
 σ(Str) K (W m-2)-1 0.01 0.02 0.02 0.02 0.04   
 R2  0.64 0.54 0.69 0.78 0.29 -0.87  
 Seq K (W m-2)-1 0.31 0.43 0.63 0.74 1.32  1.61 
 σ(Seq) K (W m-2)-1 0.02 0.04 0.06 0.07 0.31   
 ΔT2× K 1.16 1.60 2.32 2.75 4.90 -- 1.61 
 σ(ΔT2×) K 0.09 0.16 0.22 0.25 1.15   

3.5 Determination of equilibrium climate sensitivity from correlation of 641 
temperature change with F – N 642 

According to Eq (6) surface temperature anomaly as a function of time would be expected to 643 

exhibit a linear proportionality to forcing F minus planetary heating rate N, also both functions of 644 

time, with slope equal to the equilibrium sensitivity Seq. This relation was examined by means of 645 

graphs of surface temperature anomaly relative to the 1896-1901 base period versus forcing 646 
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relative to the same period minus heating rate N for the several forcing data sets, Figure 11. In 647 

these graphs the time period represented by the data is limited to the period subsequent to 1949, 648 

for which heating rate data are available. As the accuracy and representativeness of the ocean 649 

heat content data prior to 1965 are questionable, fits to obtain linear regressions were carried out 650 

only for the data from 1965 through the ends of the several forcing data sets. Differences in the 651 

slopes among the several graphs are entirely a consequence of the differences in the forcing data 652 

sets. As the hypothesis is that surface temperature increases in response to the forcing minus the 653 

planetary heating rate, the latter is taken as the independent (known) variable in computing the 654 

regressions. 655 

Correlations between ΔT and F – N (see also Table 2) are fairly robust, R2 > 0.5, for three (GISS, 656 

RCP, and PCM) of the six forcing data sets, with intercepts, corresponding to zero forcing, close 657 

to 0 K, and with little decrease in the fraction of the variance accounted for by the regression for 658 

the regression line constrained through the origin, indicative of a linearly proportional 659 

dependence of ΔT on F – N expected for the energy balance model. In all cases the R2 values are 660 

less than that exhibited in the regression of heating rate on surface temperature anomaly, 0.68 661 

(Figure 5), which would seem to indicate that the forcing data introduce additional variance into 662 

the relation. For the MIROC and Myhre forcing data sets only a rather small fraction of the 663 

variance is accounted for by the regression, and constraining the regression line to pass through 664 

the origin at F = 0 results in the variance about the regression line exceeding the variance 665 

characterizing the temperature anomaly data about their mean value; this situation is revealed by 666 

a negative value of R2, evaluated as the fraction of the variance in the data accounted for by the 667 

regression. The departure from linear proportionality should not necessarily be taken as implying 668 

that the forcing data do not provide an accurate picture of actual forcing of Earth's radiation 669 

balance over this time period, but it would certainly seem that these forcing data, together with 670 

the observations of increase in temperature and planetary heating rate, are inconsistent with an 671 

energy balance model for which the change in net emitted irradiance at the top of the atmosphere 672 

is proportional to the increase in surface temperature. 673 
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Figure 11. Examination of proportionality between temperature anomaly and forcing minus heating rate (Eq. 6). 675 
Surface temperature anomaly (relative to 1896-1901) is plotted against F - N, where F is total forcing from the 676 
several forcing data series examined in this study, as convolved with the function exp(−t / 3)[1− exp(−1/ 3)] , and N 677 
is planetary heating rate shown in Fig. 4. Data are shown for the entire time period for which ocean heat content data 678 
are available, extending to 1949, but regression fits to data in the form ΔT = a + b(F – N) are limited to the time 679 
period from 1965 (indicated) to the ends of the individual forcing data series. Fits are ordinary linear least squares, 680 
blue, and least squares but with the intercept a held equal to 0 K, red. Also indicated as R2 is fraction of variance in 681 
the original data accounted for by the regression; negative value indicates that variance in the residuals about the 682 
regression exceeds the variance in the temperature data themselves. The color coding reflecting the date (light blue, 683 
1949, to red, 2009), is consistent with the color coding of Figure 9).  684 

The values of equilibrium sensitivity determined by the F – N method would appear to exhibit a 685 

much smaller relative range than those determined by the κ method. However, the difference is 686 

due entirely to inclusion of the sensitivity determined with the MIROC forcing data in the set of 687 

values of Seq obtained by the κ method, whereas this data set is excluded from the values of Seq 688 

obtained by the F – N method because of failure to exhibit a linear regression. If that value of Seq 689 

is removed from the set of values obtained by the κ method, the relative range is virtually 690 

identical, and indeed the values of Seq by the two methods agree within their one-sigma 691 
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uncertainties. The identity of the results obtained by the two different methods lends support to 692 

the two methods and values obtained.  693 

3.6 Estimates of upper and lower compartment time constants 694 

As the expressions for the time constants of the upper and lower compartments (eq 8) involve 695 

quantities that are not determined directly in this analysis, it is not possible to explicitly 696 

determine values for these time constants. However algebraic manipulation of the expression for 697 

the time constant of the upper compartment yields an expression for τ s  as the product of scoping 698 

value, ʹ′τ s , times two correction factors both of which are near unity, and of opposite sense, 699 

 τ s =
CU
β +λ

= ʹ′τ s ⋅
CU
Ceff

⋅
λ +κ
λ +β

;      ʹ′τ s =CeffStr . 700 

Values of ʹ′τ s  for the several forcing data sets range from 4 to 9 years, from which it may be 701 

concluded that τ s  is comparable. By a similar argument  702 

 τ l =CL
1
λ
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1
β
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Values of ʹ′τ  for the several data sets range from 400 to 580 years, establishing the long time 704 

constant of the lower compartment. These estimates are consistent with the assumed large 705 

separation of time constants for the two compartments that is a premise of the model.   706 

4. Discussion  707 

4.1 Effective heat capacity of the climate system 708 

The graph of ocean heat content anomaly versus temperature anomaly (Fig. 4) gives rise, as a 709 

slope, to the effective heat capacity of the ocean that is coupled to the climate system, from 710 

which the total effective heat capacity of the climate system was obtained by taking into account 711 

other sinks of heat in the climate system. The resulting effective heat capacity 21.8 ± 2.1 W yr 712 

m-2 K-1 is somewhat greater, and is determined with considerably less uncertainty, than the value 713 

given by a similar approach by Schwartz (2007), 14 ± 6 W yr m-2 K-1, a consequence mainly of 714 

improved estimates of ocean heat content anomaly subsequent to the study of Levitus et al. 715 

(2005) on which the earlier determination was based. However this uncertainty reflects only 716 

scatter about the regression line and does not encompass systematic uncertainty that would result 717 
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from inadequate sampling and methodological artifacts in the heat content measurements. As 718 

determination of this effective heat capacity does not rely on modeled forcings, it is not subject 719 

to uncertainties in the forcings and therefore is entirely observationally determined. In an 720 

analysis of ocean uptake in climate model runs with the Hadley Centre coupled atmosphere-721 

ocean general circulation model (AOGCM) in which the CO2 mixing ratio was increased by 1% 722 

yr-1, compounded, Gregory (2000) found an increase in ocean heat content of 7.5 × 1023 J for a 723 

temperature increase of 1.8 K, from which a heat capacity of 25.9 W yr m-2 K-1 may be inferred. 724 

Based on climate model studies in which model parameters were allowed to vary, Frame et al. 725 

(2005) presented values (0.1 – 2.05) GJ m-2 K-1 (5–95% confidence), equivalent to (3.2 – 65) W 726 

yr m-2 K-1, a range that encompasses the value obtained here but provides little constraint or 727 

insight. Andrews and Allen (2008) present an analysis of this quantity as inferred from studies 728 

with coupled AOGCMs yielding a probability distribution function (PDF) for this quantity that 729 

peaks at about 0.7 GJ m-2 K-1 (principal contribution to the PDF between 0.4 and 1.4 GJ m-2 730 

K-1; equivalently, 22 W yr m-2 K-1; range 13 – 44 W yr m-2 K-1), broadly consistent with the 731 

observationally determined heat capacity found here.  732 

Although the analysis of the ocean heat content observations presented here provides a fairly 733 

tight constraint on the effective heat capacity, interpretation of the physical meaning of this 734 

quantity remains problematic. As the determination is based on the increase in heat content of the 735 

entire ocean (and other tightly coupled components of the climate system), the resulting heat 736 

capacity is not the heat capacity just of the upper compartment of the climate system but 737 

accounts for the increase in heat content in the deeper compartment as well; the penetration of 738 

heat into the deep ocean occurs in conjunction with downwelling ocean circulations (Levitus et 739 

al 2005). Still, this effective heat capacity is certainly well less than the heat capacity of the deep 740 

ocean, which is an order of magnitude greater. Insight into the multiple response times of the 741 

climate system from a two-compartment model is provided by Held et al. (2010) and a more 742 

thorough interpretation through an upwelling diffusion model is provided by Hoffert et al. 743 

(1980). An approach to separating the shallow ocean compartment from the deep ocean 744 

compartment was advanced by Gregory (2000), who examined temporal autocorrelation of 745 

temperature as a function of depth with that in the top ocean layer in output of the Hadley Centre 746 

AOGCM, finding a sharp break at about 100 m, for which the heat capacity, expressed per area 747 

of planet would be 0.28 GJ m-2 K-1 (9.0 W yr m-2 K-1). It would seem that a similar, 748 
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observationally based approach might usefully distinguish the upper and lower oceanic 749 

compartments of the actual climate system. In this respect attention is called to a time series of 750 

measurements of ocean temperature as a function of depth (surface to 800 m) over a 15 year 751 

period (Sutton and Roemmich, 2001) that shows the damping of the amplitude of the seasonal 752 

cycle of temperature with depth from about 6 K peak-to-peak at the surface to about 1 K at 150 753 

m, suggesting an observational approach to determining the time-dependent penetration of heat 754 

due to a secular change in surface temperature induced by changing atmospheric composition.  755 

4.2 Heat uptake coefficient 756 

The heat uptake coefficient κ, the rate of heat uptake by the planet normalized to the global 757 

temperature anomaly was determined as the slope of the linear proportionality between the rate 758 

of increase of ocean heat content, evaluated as the time derivative of the ocean heat content, 759 

augmented to include estimates of additional heat sinks, and the surface temperature anomaly. 760 

This heat uptake coefficient is 1.05 ± 0.06 W m-2 K-1, where again the uncertainty characterizes 761 

the regression but not systematic errors in the heat content data. For the observed increase in 762 

global temperature relative to 1900 ΔTobs = 0.78 K in 2010 (Hansen et al., 2010, as extended at 763 

http://data.giss.nasa.gov/gistemp/), this value of κ would indicate a heat flux into the climate 764 

system, which is equal to the energy imbalance of the climate system, of 0.82 W m-2. Such an 765 

energy imbalance is consistent with the present heating rate shown in Figure 5 (from which it is 766 

derived) and with other current observationally based estimates of this quantity (Palmer et al, 767 

2010; Lyman et al., 2011). 768 

As with the effective heat capacity, the heat uptake coefficient is wholly observationally 769 

determined. Further, it would seem that this heat uptake coefficient is an intrinsic property of 770 

Earth's climate system, rather than a property that is dependent on the nature and/or magnitude of 771 

recent forcings. Certainly a proportionality between the rate of heat input into the climate system 772 

and the increase in global temperature following imposition of a radiative forcing would not be 773 

maintained indefinitely, as the system approaches its ultimate new steady state. Nonetheless at 774 

least in the early years following the onset of forcing, and even more, in situations of 775 

continuously increasing forcing, the linear proportionality between the rate of increase of heat 776 

content and the temperature anomaly would seem to be a useful means of quantifying the heat 777 
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input into the climate system and the consequences of the departure from steady state following 778 

imposition of the forcing.  779 

Despite considerable interest in the heat uptake coefficient in interpreting climate model 780 

calculations (Gregory and Forster, 2008; Dufresne and Bony, 2008), there does not seem to be 781 

prior observationally based determination of this quantity. Gregory and Forster determined κ as 782 

the slope of a regression of net heat flux into the planet, relative to control runs, against GMST 783 

anomaly in the output of 16 AOGCMs that participated in the intercomparison of models over 784 

the twentieth century carried out by the IPCC (2007) Fourth Assessment, the same approach as 785 

employed here with observation-derived data. For the 16 models examined the mean value of κ 786 

was 0.62 ± 0.13 (1 sigma); maximum 0.83; minimum 0.41. It would thus seem that the heat 787 

uptake coefficient may be somewhat underestimated in current climate models. For a given 788 

equilibrium sensitivity an underestimate would result in the rate of increase in GMST being 789 

overestimated in climate model calculations. As the net heat flux is subtractive from the forcing 790 

in determining the rate of temperature increase, the magnitude of the overestimate would depend 791 

on the forcing. Alternatively knowledge of the heat transfer coefficient might be used to infer the 792 

equilibrium sensitivity of a climate model from Str obtained from the dependence of modeled 793 

temperature anomaly on forcing (κ method, Eq 11); as κ is subtractive from Str
-1  an erroneously 794 

low value of κ would result in an overestimate of Seq, the magnitude of which would depend on 795 

the value ofStr
-1 .  796 

As with the effective heat capacity, it would seem that questions remain regarding the 797 

interpretation of this heat flux. Both observationally and from the climate model output, the 798 

quantity that is determined is the total net heat flux into the planet, normalized to the global 799 

temperature anomaly, whereas the heat flux that is calculated in two compartment models is the 800 

heat flux from the upper, short–time-constant compartment to the lower, long–time-constant 801 

compartment. As the upper compartment undoubtedly comprises a substantial fraction of the 802 

effective heat capacity of the system, it would seem fruitful to more explicitly distinguish 803 

between the two compartments in refining these concepts in future work. Nonetheless, it is clear 804 

that the net heat flux into the climate system that is subtractive from the applied forcing to yield 805 

the equilibrium sensitivity of the climate system, Eq. (6), is the heat flux into the entire climate 806 

system. The observationally based finding of a linear proportionality between heat flux and 807 

temperature anomaly supports the relation between transient and equilibrium sensitivities, Eq. 808 
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(13) that can be used to infer the equilibrium sensitivity from the transient sensitivity based on 809 

observations (and assumed forcings) or to infer the transient sensitivity from climate model runs 810 

that yield the equilibrium sensitivity with slab-ocean models.  811 

4.3 Transient and equilibrium climate sensitivities 812 

This study has examined the relation between observed increase in GMST and forcing, as 813 

calculated by several groups, in terms of a two-compartment energy balance model. According 814 

to this model a linear proportionality would be expected between the two quantities, the slope of 815 

which would be interpreted as a transient climate sensitivity Str. This expectation is borne out for 816 

five of the six forcing data sets examined, for forcing and temperature anomaly over the 817 

twentieth century. However the regression slopes (limited to measurements subsequent to 1965) 818 

differ for the several forcing data sets by amounts that substantially exceed the uncertainties in 819 

the regression slopes (Table 2) and by amounts that are significant in the context of interpretation 820 

of climate change over the twentieth century. Recognition that the planetary heating rate N is 821 

subtractive from the forcing F to yield the equilibrium sensitivity Seq suggests a further linear 822 

proportionality between GMST anomaly and F – N, the proportionality constant being Seq, 823 

leading to determination of Seq as this slope, the F – N method. A linear proportionality was 824 

found for four of the six data sets examined; again the sensitivities so determined differ by 825 

amounts that substantially exceed the uncertainties in the regressions and that are important in 826 

the context of understanding climate change. The finding of a linear proportionality between the 827 

heating rate and GMST anomaly yielding the heat uptake coefficient κ, permits determination of 828 

Seq from Str, the κ method. This method yielded values of Seq for the five forcing data sets for 829 

which it was possible to determine Str. The values of Seq so determined agreed closely with the 830 

values of Seq determined by the F – N method. Here it should be emphasized that the absence of 831 

linear proportionality between GMST anomaly and forcing for a single forcing data set of the six 832 

examined (that of Myhre et al., 2001) does not demonstrate those forcing data are an inaccurate 833 

representation of forcing over the latter part of the twentieth century but only that these forcing 834 

data are inconsistent with the energy balance model considered. This inconsistency in a single 835 

forcing data set, and more broadly the differences in the sensitivities determined from the several 836 

forcing data sets examined, underscore the importance of accurate determination of climate 837 

forcing over the twentieth century, especially the latter part of the twentieth century for which 838 
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ocean heat content data are available, to observational determination of Earth's climate 839 

sensitivities.  840 

Values of the equilibrium sensitivities were determined for five of the six forcing data sets 841 

examined, all of which are within the "very likely" range2 given for this forcing by the IPCC 842 

(2007) Assessment. These sensitivities range from 0.31 – 1.32 K (W m-2)-1, corresponding to 843 

ΔT2× 1.2 – 4.9 K, and, with the exception of the MIROC forcing data set, are less than the best 844 

estimate, 3 K given for this quantity by the 2007 IPCC Assessment, Figure 12. Two of the five 845 

forcing data sets yield sensitivities within the IPCC "likely" range2, 2 – 4.5 K, with two below 846 

and one (MIROC) above this range, although the large uncertainty attached to the latter extends 847 

well into this range. For the PCM and GFDL forcing data sets, the equilibrium sensitivities are 848 

below the lower bound of the "likely" range for this quantity, and indeed are nearly at, or below, 849 

the limit of the "very likely" range for this quantity, ΔT2× = 1.5 K.  850 
_________ 851 

2 Here the term " very likely" is used in the sense of the 2007 IPCC Assessment Report; that is, 852 
corresponding to the estimate of the central 90% of the PDF for the quantity. Likewise the term " 853 
likely" is used to denote the estimate of the central 66% of the PDF. 854 
_________ 855 

Examination of the relation between the values of Str and Seq determined by this analysis and the 856 

twentieth century climate forcing used to infer the sensitivity from the observed increase in 857 

GMST (Figure 12) shows distinct anticorrelation; that is, a low forcing yields a high sensitivity, 858 

and vice versa. An anticorrelation between forcing and sensitivity, which would be expected for 859 

a given increase in GMST has been noted previously in both empirical inference (Gregory et al, 860 

2002; Schwartz, 2004) and in analysis of the equilibrium sensitivity of climate models (Kiehl, 861 

2007; Knutti, 2008). Of course the equilibrium climate sensitivity, which is a property of Earth's 862 

climate system, cannot depend on the forcing. Rather it is the equilibrium climate sensitivities 863 

that are inferred from estimates of the forcing that exhibit such dependence. The anticorrelation 864 

between inferred equilibrium sensitivity and forcing found here indicates that the only way that 865 

Earth's equilibrium climate sensitivity could be as great as the central value of the IPCC 866 

estimate, ΔT2× = 3 K, would be for the total forcing (recall that the forcing corresponds to the 867 

period 1900 – 1990) to be about 0.8 W m-2. Such a low forcing, which is at the low end of the 868 

IPCC "very likely" range, would require a rather large negative aerosol forcing to offset the 869 

forcing, by the well mixed greenhouse gases, about 2.3 W m-2 in 1990; here it must be 870 
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emphasized that this is not an "inverse" calculation of aerosol forcing, as would be obtained by 871 

using a modeled sensitivity, but rather an observational constraint on this forcing together with 872 

the best estimate of the equilibrium climate sensitivity given by the IPCC assessment. 873 

Extrapolation of the anticorrelation between equilibrium sensitivity and forcing to the entire span 874 

of the "very likely" range for the total forcing given by the IPCC 2007 assessment (0.6 to 2.4 W 875 

m-2) yields a range in equilibrium sensitivity from near zero to 1.6 K(W m-2)-1 (ΔT2× 6 K). This 876 

wide range of equilibrium climate sensitivity underscores the importance of constraining the 877 

forcing if the climate sensitivity is to be determined with accuracy, either observationally or in 878 

climate model studies.  879 

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0.0

Se
ns

itiv
ity

, K
/(W

 m
-2

)

2.52.01.51.00.5
Forcing (1900 - 1990), W m-2

6

5

4

3

2

1

0

T2X , KGISSRCP

GFDL

MIROC

PCM

GF08
P11
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Figure 12. Dependence of transient climate sensitivity Str, Eq. 10, (purple) and equilibrium climate sensitivity Seq 881 
inferred by the F - N method, Eq. 6, (green) and by the κ method, Eq 11, (red) on forcing between 1900 and 1990. 882 
Uncertainties in equilibrium sensitivity (shown for the κ method) represent one sigma, estimated by error 883 
propagation from the uncertainties in Str (also shown, one sigma) and κ. Right axis gives equivalent CO2 doubling 884 
temperature evaluated from Str, or Seq. Also shown are Str, determined by Gregory and Forster (2008) and Padilla et 885 
al (2011) and Seq evaluated from those values of Str using the value of κ determined here, with associated one-sigma 886 
uncertainties. Shown in blue are best estimate of equilibrium climate sensitivity and anthropogenic forcing (relative 887 
to preindustrial) and associated uncertainties as given by the IPCC Fourth Assessment Report (2007); thick 888 
uncertainty lines correspond to central 66% of the likelihood function (roughly equivalent to one sigma); thin 889 
uncertainty lines denote "very likely" range corresponding to the central 90% of the likelihood function. Red line 890 
denotes extrapolation of equilibrium sensitivities to the full "very likely" range of forcing given by the 2007 IPCC 891 
assessment.  892 
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Relevant prior studies examining the relation of observed temperature change to forcing are of 893 

Gregory and Forster (2008) and Padilla et al (2011). Gregory and Forster presented, for forcing 894 

determined by the Hadley Centre climate model, graphs of observed temperature change versus 895 

anthropogenic forcing or versus total forcing; years strongly influenced by volcanic emissions 896 

were excluded from determination of the regression slope. The transient sensitivity found in that 897 

study as the slope of a regression of ΔT observed over the years 1970-2006 against "median" 898 

estimates of total forcing by anthropogenic greenhouse gases and aerosols (years strongly 899 

affected by volcanic aerosols excluded) was 0.48 ± 0.04 K (W m-2)-1; the corresponding value of 900 

equilibrium sensitivity, evaluated with the value of κ determined here is 0.95 ± 0.18 K (W m-2)-1 901 

(ΔT2× = 3.5 K). Padilla et al. used a statistical approach to infer the quantity denoted here as 902 

κ + λ from the observed temperature record together with an composite forcing based on the 903 

forcings from the GISS, GFDL, and Gregory-Forster forcing data sets. The resulting transient 904 

sensitivity was 0.43 (+0.16; -0.05) K (W m-2)-1. For the value of κ determined in this study the 905 

corresponding equilibrium sensitivity is 0.79 (+0.82; -0.16) K (W m-2)-1. The sensitivities 906 

determined in those studies are somewhat to substantially greater than the values determined for 907 

the forcing data sets examined here, Figure 12. Correspondingly, the total forcings over the 908 

twentieth century employed in these analyses were lower to considerably lower, 0.89 and 0.43 W 909 

m-2, than those obtained with the forcings from the studies examined here; the forcing data set 910 

employed by Gregory and Forster is less even than the lower bound of the "very likely" range for 911 

forcing up to 2005 as given by the IPCC, although that gap is closed by the incremental forcing 912 

between 1990 and 2005. As also found here, the Padilla et al analysis indicates that the transient 913 

sensitivity differed for the several forcings; however for the three forcings examined by Padilla 914 

et al, the range of equilibrium sensitivities, 0.43 – 0.53 K (W m-2)-1, was considerably narrower 915 

than found in the present study and not monotonic with the forcings.  916 

4.4 Climate system time constants 917 

Although the estimates of time constants for relaxation of perturbations in heat content of the 918 

two compartments of the climate system determined by this analysis depend on the magnitudes 919 

of the forcings of the several data sets examined, for each of the forcing data sets the values 920 

associated with the two compartments are clearly separated into a short time constant (median 921 

6.3 yr, range 4.1 – 9.2 yr) and a long time constant (median 470 yr, range 400 – 580 yr). A rapid 922 

initial response to a step-function forcing that exhibits most of the climate system response 923 
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followed by a further response of lower magnitude and long duration is widely exhibited in 924 

coupled climate model runs (Brasseur and Roeckner, 2005; Matthews and Caldeira, 2007; Knutti 925 

et al., 2008; Held et al., 2010; Hansen et al., 2011; Knutti and Plattner, 2012). Examining a two-926 

compartment model having parameters chosen to match experiments with the Hadley Centre 927 

climate model, Gregory (2000), found that the response could be characterized by a short time 928 

constant of about 12 yr and as second time constant at least an order of magnitude greater. A 929 

large gap in time constants was noted also by Held et al. (2010), in an analysis of the response of 930 

the GFDL climate model to step-function changes in forcings, with a short time constant 931 

characterizing the transient response of the climate system to an applied forcing and a much 932 

longer response time, which they characterize as "centuries or longer" associated with the 933 

second, large-heat-capacity compartment of the climate system. Based on an analysis of model 934 

runs of two AOGCMs and a model of intermediate complexity run out to equilibrium Jarvis and 935 

Li (2011) likewise find two discrete time scales, one of about 20 years and a second of about 700 936 

years. Based on an examination of transient runs across the climate models that participated in 937 

the intercomparison reported in the 2007 IPCC Assessment, Lucarini and Ragone (2011) 938 

characterized the longer relaxation time as of order 500-700 years.  939 

A response of Earth's climate system to perturbations that is characterized by two such widely 940 

separated time constants would have important implications for the interpretation of climate 941 

change over the past half century during which forcing has likely been systematically increasing. 942 

Specifically for such a situation the response of GMST to the forcing would be in rather close 943 

steady state to the forcing, lagging the response given by the transient sensitivity by about one 944 

time constant, that is, just a few years. Thus Held et al. (2010) found that the response of the 945 

GFDL model to twentieth century forcing is accurately matched by a single-box model with a 946 

time constant of 4 yr and a transient sensitivity of 0.43 K (W m-2)-1. Ultimately, Held et al. find 947 

that the heat input into what they term the "recalcitrant" compartment of the climate system 948 

becomes appreciable, but under a situation of continuously increasing forcing, the increase in 949 

temperature of this compartment remains a small fraction of that of the short-time-constant 950 

compartment. On the time scale certainly of several decades it would seem that the increase in 951 

temperature of the deep ocean is insufficient to appreciably diminish the proportionality between 952 

temperature anomaly and heat flux. In other words, the response of the climate system to forcing 953 

would continue to be given by the transient sensitivity, not the equilibrium sensitivity. This 954 
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situation would likely continue to hold as temperature anomaly continues to increase. A 955 

departure from proportionality between temperature anomaly and heat flux to the long-time-956 

constant compartment might be expected only after some decades of constant forcing, at which 957 

point the back flux of heat from the deep ocean compartment to the shallow ocean compartment 958 

would begin to become appreciable. Based on these considerations it would seem that the most 959 

relevant measure of climate sensitivity for policy purposes is the transient sensitivity, as it is this 960 

sensitivity that will govern climate system response to changes in forcing, given that the time 961 

constant for the deep ocean compartment to respond to forcings is several centuries.  962 

4.5 Concerns with this analysis 963 

This analysis consists of three distinguishable components, listed here in order of increasing 964 

dependence on assumptions: 965 

1. Determination of Ceff and κ. Determination of these quantities rests entirely on 966 

measurements (temperature, ocean heat content) and is independent of details of the two-967 

compartment model or of assumptions about the forcings over the twentieth century. 968 

2. Determination of Str and Seq. Determination of these quantities rests on the assumed first-969 

order response of GMST to forcing, or equivalently, on a linear response of net irradiance at 970 

the TOA to change in GMST. The existence of two distinguishable sensitivities rests on the 971 

climate system being characterized by two (or more) distinguishable compartments with 972 

widely separated response times, but is independent of the details of the two-compartment 973 

model. Determination of both sensitivities depends also on choice of the forcing data set.  974 

3. Estimation of τs, τl. In addition to dependence on the above assumptions and input data, 975 

determination of these quantities depends explicitly also on the climate system being 976 

represented by a two-compartment model. 977 

A source of possible error, affecting determination of Ceff and κ, and hence of all the quantities 978 

determined here, is error in the increase in planetary heat content inferred here from the increase 979 

of heat content of the world ocean, and in turn in the planetary energy imbalance, the time 980 

derivative of the heat content. Ocean heat content is subject to uncertainty in the measurements, 981 

arising from changes in methods and limited and nonuniform sampling (geographically and as a 982 
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function of depth) over the period of record, as discussed by Lyman (2011). A greater rate of 983 

heat uptake would result in a greater inferred equilibrium climate sensitivity than that determined 984 

here, and conversely a smaller rate of heat uptake would result in an even lower equilibrium 985 

sensitivity, demonstrating the importance of this quantity also in determining equilibrium climate 986 

sensitivity. An inherent limitation to this approach is that it requires determining the rate of heat 987 

uptake as a time derivative of the ocean heat content with the attendant requirements on 988 

precision and the associated requirement of measurements over an extended time period before 989 

the derivative can be inferred with confidence. An alternative approach to determining heat 990 

imbalance is through satellite measurements of the net flux at the top of the atmosphere. As 991 

discussed by Stevens and Schwartz (2011) an improvement in measurement accuracy of more 992 

than an order of magnitude is required to yield an accuracy that is comparable to that of the heat 993 

content measurements.  994 

Determination of Earth's climate sensitivities and compartment time constants is a hybrid based 995 

on largely modeled forcings in addition to observations. Determination of the transient 996 

sensitivity depends on GMST anomaly, which is known with considerable confidence from 997 

multiple independent determinations (NASA GISS, Hansen et al, 2010; NOAA, Smith et al, 998 

2008; Climatic Research Unit, UK, Brohan et al, 2006). The equilibrium sensitivity depends also 999 

on κ, as discussed above. Forcings are obtained by model-based calculations of the radiative 1000 

influence of measured or modeled perturbations of atmospheric composition (gases and 1001 

aerosols). The dependence on choice of forcing data set is explicitly examined. Clearly the 1002 

several forcings employed in this analysis, which are characteristic of present understanding and 1003 

uncertainty, cannot all be correct, and the strong dependence of the inferred climate sensitivity to 1004 

the forcing employed in the analysis underscores the importance of determining forcing with 1005 

greater accuracy if climate sensitivity is to be determined with confidence (Schwartz 2004; 1006 

Schwartz et al, 2010).  1007 

As the analysis presented here rests entirely on the assumed independence of normalized climate 1008 

system response, as manifested in change in net TOA irradiance per forcing, to the nature and 1009 

geographical distribution of the forcing and to the constancy of this response at least over the 1010 

time period for which the data are available. Clearly such constancy of climate system response 1011 

to forcing must at best be an approximation to the actual climate system response; any departure 1012 

from this assumption would weaken the conclusions drawn here. Support for this approach 1013 
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comes from linear dependence of change in GMST on forcing, with sensitivity independent of 1014 

the nature of the forcing, which has been found in numerous model studies, with efficiencies 1015 

(response per forcing, relative, for example to response to CO2 forcing) typically within 20% 1016 

(e.g. Hansen et al, 1997; Joshi et al, 2003; Kloster et al, 2010). 1017 

A potential basis for non-constancy of climate sensitivity in a given model (or in the real world) 1018 

would be a dependence of feedback processes on locus of temperature change, under the 1019 

expectation that certain geographical regions would exhibit greater or lesser feedbacks than 1020 

others. Ultimately such a model fails if, for example, there are local feedbacks such as melting of 1021 

surface ice that amplify the effects of forcings in one location relative to another. This hypothesis 1022 

was examined in a coupled climate model study by Boer and Yu (2002), who found that the 1023 

spatial distribution of temperature response generally exhibited what the investigators denoted a 1024 

"generic" pattern independent of spatial distribution of the forcing rather than being 1025 

characteristic of the forcing patterns themselves and leading therefore to only weak dependence 1026 

of the forcing on the nature or spatial distribution of the forcing. That study noted as well that the 1027 

patterns of temperature change exhibited "a remarkable linearity or additivity" whereby the sum 1028 

of response patterns for different forcings was very similar to that for the sum of the forcings. In 1029 

contrast, also in calculations with coupled models, Watterson and Dix (2005) found that the 1030 

equilibrium sensitivity, evaluated by the equivalent of the present Eq (6), varied by as much as 1031 

−20% to +70% compared with a standard doubled CO2 case, depending on whether forcing was 1032 

confined to either low- or high-latitude regions, raising caution over the assumption inherent in 1033 

the sensitivity concept that an increase in GMST depends only on global mean forcing 1034 

independent of geographical distribution.  1035 

Finally, although it might be granted that the analysis such as the present one that is based on 1036 

measurements of the transient response of the climate system to imposed forcing is capable of 1037 

yielding information about the transient sensitivity of Earth's climate system, the question might 1038 

nonetheless be raised whether such an analysis is capable of yielding information pertinent to the 1039 

equilibrium sensitivity, which would be approached only after 1000 years or more. Here it 1040 

should be recalled that the equilibrium sensitivity is as defined here, and generally, is a property 1041 

of Earth's present climate system in the sense that a derivative of a mathematical function is a 1042 

temporally local property of that function. This temporally local approach to determination of the 1043 
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equilibrium sensitivity is rooted in Eq (6) which displays the relation of equilibrium sensitivity to 1044 

values of forcing, net energy imbalance, and temperature change at any given time.  1045 

5. Summary and conclusions 1046 

The present analysis has examined several relations among global mean quantities pertinent to 1047 

climate change: ocean heat content with temperature anomaly (slope, effective heat capacity of 1048 

the climate system); global heating rate with surface temperature anomaly (slope, heat uptake 1049 

coefficient); surface temperature anomaly with forcing over the twentieth century (slope, 1050 

transient climate sensitivity); and surface temperature anomaly with forcing minus heating rate 1051 

(slope, equilibrium climate sensitivity). Six published estimates of forcing over the twentieth 1052 

century were examined. The first two relations, yielding effective heat capacity and heat uptake 1053 

coefficient, are independent of the forcings and thus do not encompass any model-based 1054 

uncertainty associated with the forcings, allowing determination of the effective planetary heat 1055 

capacity and the heat uptake coefficient from measurements of global mean surface temperature 1056 

anomaly and ocean heat content anomaly over the second half of the twentieth century. All of 1057 

these relations, and for the relations involving forcings, for most of the forcings examined, 1058 

exhibited robust linear proportionality (i.e., zero intercept in linear regression; in the case of heat 1059 

capacity, linear relation), consistent with expectation based on an energy balance model of the 1060 

climate system Additionally a second method was applied for evaluating equilibrium climate 1061 

sensitivity using the heat uptake coefficient that yielded values essentially identical to those of 1062 

the direct regression.  1063 

The results of these correlations are interpreted in terms of a two-compartment energy balance 1064 

model of Earth's climate system that is characterized by an upper, small–heat-capacity, short–1065 

time-constant compartment that corresponds to the atmosphere and upper ocean and a lower, 1066 

large–heat-capacity, long–time-constant compartment that corresponds to the deep ocean, that is 1067 

only weakly coupled to the upper compartment. This model leads to a distinction between a 1068 

transient climate sensitivity, which pertains to the upper compartment, and an equilibrium 1069 

climate sensitivity, which pertains to the entire climate system including the deep ocean. The 1070 

analysis leads to estimates of the time constants of the two compartments, which are dependent 1071 

on the forcing data sets employed, but which are quite separated from one another, about 5 years 1072 

for the upper compartment, and about 500 years for the lower compartment. In this situation the 1073 
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response of the climate system to forcings over the twentieth century is governed by the short 1074 

time-constant of the upper compartment, which is the time constant that governs the relation 1075 

between forcing and surface temperature anomaly. The proportionality between forcing and 1076 

temperature anomaly exhibited for all but one of the forcing data sets examined, together with 1077 

the large separation in time constants, supports the transient climate sensitivity, evaluated as the 1078 

proportionality coefficient of these two quantities, as the measure of Earth's climate sensitivity 1079 

pertinent to interpreting climate change over the twentieth century and to informing policy 1080 

decisions about future emissions.  1081 

The analysis presented here, although focusing on observational data, nonetheless rests heavily 1082 

on the forcings over the twentieth century as calculated by several modeling groups based, 1083 

ultimately, on measured or modeled changes in atmospheric composition. Of these the forcing 1084 

due to anthropogenic aerosols is the source of the greatest uncertainty, and it this uncertainty that 1085 

is mainly responsible for the differences in forcings over the twentieth century. Confident 1086 

determination of Earth's climate sensitivities thus remains hostage to accurate determination of 1087 

these forcings.  1088 
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